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Abstract—Direct-sequence spread spectrum has been adopted
for many current and future cellular CDMA communication sys-
tems, and it is also used widely for military communication net-
works and systems. One of the motivations for employing direct-se-
quence spread spectrum is its ability to combat fading due to mul-
tipath propagation. The use of direct-sequence spread spectrum to
resolve multipath signals is discussed and illustrated. The role of a
rake receiver is described, and tradeoffs in the selection of the chip
rate for the spread-spectrum system are discussed.

Index Terms—Fading, multipath channels, spread-spectrum
communications.

I. INTRODUCTION

SPREAD-SPECTRUM techniques can provide effec-
tive means for communicating reliably over channels

that exhibit multipath propagation. In order to develop a
spread-spectrum system that accomplishes this objective, it
is necessary for the system designer to know the key features
of the propagation medium and choose the parameters of the
spread-spectrum signal and demodulator with those features
in mind. Some of the most important features of multipath
channels are illustrated in this paper, and tradeoffs that arise in
the design of spread-spectrum systems for such channels are
described.

The emphasis is on intuitive explanations that are based on
simple deterministic models of multipath propagation. The goal
is to provide an aid to intuition rather than a precise evaluation
of performance. Analyses of direct-sequence spread spectrum
that account for the stochastic nature of multipath channels are
available in previous publications (e.g., [14] and [16]).

A brief summary of some of the benefits of direct-sequence
spread spectrum is provided in Section II, and mathematical
models for direct-sequence spread spectrum signals are given
in Section III. The multipath resolution capability of direct-se-
quence spread-spectrum systems is illustrated in Section IV, the
effects of nonselective fading in a diffuse multipath channel are
described in Section V, and a brief discussion of the rake re-
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ceiver is provided in Section VI. Some of the primary issues in-
volved in selecting the chip rate for the spread-spectrum system
are discussed throughout this paper. It is not possible to tell the
complete story in a paper of modest length, so several sugges-
tions for additional reading are included among the references.

II. SOME BENEFITS OFDIRECT-SEQUENCESPREADSPECTRUM

Although there are many communication techniques that are
classified as spread spectrum by all experts, there are others for
which opinions may be divided. The classical definition of a
spread-spectrum signal is a signal that occupies a wider band of
frequencies than is required by the signal’s data rate. This defi-
nition may be useful for some purposes, but it does have some
flaws. For example, a standard binary phase-shift key (PSK)
signal with one PSK pulse per data bit is not considered to be
spread spectrum, but there are many modulation techniques that
provide the same data rate with less bandwidth. In addition, the
classical definition does not tell us how much the bandwidth
must be expanded beyond the minimum in order for the resulting
signal to be a spread-spectrum signal. Fortunately, a precise def-
inition is not required for our discussion since we restrict atten-
tion to signals that are classified as spread spectrum by any rea-
sonable definition and are among the most commonly used in
spread-spectrum systems. These signals are obtained by direct
modulation of the data by a relatively wide-band signal that is
derived from a digital sequence.

The basic RF direct-sequence spread-spectrum signal in our
illustrations employs binary amplitude-shift-key (ASK) modu-
lation for data modulation and spectral spreading. The signal is
defined by

(1)

where is the signal amplitude, is a sequence of rectan-
gular pulses of duration , and is a sequence of rectangular
pulses of duration that represent the digital data. In most ap-
plications, for some integer and the pulse tran-
sitions in are aligned with those in . The signal
is referred to as thespreading signalor signature signal. The
elemental pulses that make up the spreading signal are often re-
ferred to aschips, and the shape of the elemental pulse is re-
ferred to as thechip waveform. The chip rate is and
the data rate is . Throughout this paper, we assume
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Fig. 1. Direct-sequence spread spectrum.

that the bandwidth of is much smaller than the carrier fre-
quency , which requires .

The rectangular pulse of durationis defined by
for and for all other values of . The
amplitudes of the pulses for are obtained from a sequence

, known as thespreading se-
quenceor signature sequence. For a rectangular chip waveform,
the spreading signal that is applied to a single data symbol can
be expressed as

(2)

The data signal corresponding to (2) is , where
denotes the data symbol. For a message or data packet with

several data symbols, the limits on the sum and the time interval
for which is defined are determined by the length of the
message. The sequence may be periodic, in which case,
the sequence may repeat within the duration of the message.
Alternatively, it may be that the sequence does not repeat or the
period exceeds the message length.

If we focus on the baseband signal , we see
that the direct-sequence spread-spectrum modulation process
converts each data pulse into a spread-spectrum signal, as shown
in Fig. 1. The resulting spread-spectrum signal conveys the same
information as the original data signal, but the former occupies
a wider band of frequencies than the latter if . The band-
width expansion is proportional to , as illustrated in Fig. 1,
for . A graph of the main lobe and the two adjacent side-
lobes of the magnitude of , the Fourier transform of the
data pulse, is shown in Fig. 1. Also shown is the corresponding
graph of the magnitude of , the Fourier transform of the
chip waveform. Note that the data rate and the chip
rate correspond to the first nulls in and ,
respectively. The increase in bandwidth demonstrated in Fig. 1
is the motivation for the namesspreading signalandspreading
sequencefor and , respectively. If the bandwidth of the
spread-spectrum signal is required to be much larger than the
bandwidth of the data signal, it is necessary that the ,
which requires .

In many applications, each element of the sequence is
either or . Such a binary sequence is often generated in

a logic device as a sequence of 0’s and 1’s and then converted
according to and . Some sequences that are
employed as spreading sequences exhibit certain randomness
properties, such as those described in [6] for maximal-length
linear-feedback shift-register sequences (-sequences). As a
result of these randomness properties,-sequences are some-
times referred to as pseudorandom sequences. Some authors
apply the termpseudorandommore broadly to encompass other
classes of sequences that are of interest for spread spectrum.
Such sequences do not have all of the randomness properties of

-sequences, but many of them have other desirable properties
that make them attractive for spread-spectrum systems [27].

Direct-sequence spread spectrum is one of the oldest
forms of spread spectrum [28]. It has been employed in such
well-known systems as the Global Positioning System (GPS)
[30], the NASA Tracking and Data Relay Satellite System
(TDRSS) [39], the Joint Tactical Information Distribution
System (JTIDS) [39], the IS-95 mobile cellular communication
system [33], and third-generation cellular systems [7]. One
reason for the popularity of direct-sequence spread spectrum
is that it can provide a means of reliable communication in the
presence of various types of interference, including interfer-
ence from transmitters that are part of the system, multipath
interference, and RF interference from emitters that are not
part of the system. Interference from transmitters that are part
of the spread-spectrum system is referred to as multiple-access
interference, and the ability of a system to accommodate
simultaneous transmissions in the same frequency band is
referred to as multiple-access capability.

To provide multiple-access capability in a direct-sequence
spread-spectrum system, the sequence is used to identify
an individual signal, which is the reason that is often
given the namesignature sequence. Multiple-access capability
can be provided by direct-sequence spread spectrum [19] or
frequency-hop spread spectrum [21]. By employing either of
these forms of spread spectrum, multiple transmitter–receiver
pairs can communicate reliably in the same frequency band
at the same time [22]. With either type of spread-spectrum
modulation, a well-designed spread-spectrum multiple-access
(SSMA) system can maintain acceptably low levels of in-
terference. In cellular communications and in some earlier
applications, SSMA is referred to as CDMA.
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Fig. 2. Illustration of multipath.

Another form of interference that is encountered in mobile
communications is multipath interference, for which a simple
illustration is given in Fig. 2. Due to reflections off objects in
the propagation path, multiple copies of the transmitted signal
may be received. These different versions of the signal are
offset in time and phase so that they may add constructively
(in-phase) or destructively (out-of-phase). Direct-sequence
spread-spectrum modulation combats multipath by permit-
ting discrimination against unwanted multipath components
that might otherwise cause destructive interference. When
used in conjunction with a rake receiver, direct-sequence
spread-spectrum modulation permits combining of at least
some of the multipath components in such a way that they add
constructively.

Among the advantages cited for direct-sequence CDMA cel-
lular communications is the ability to communicate reliably in
a multipath environment. In order to accomplish its task, the
receiver must isolate the individual multipath components, and
this places a lower bound on the chip rate of the direct-sequence
spread-spectrum signal, as discussed in Section IV. Individual
multipath signals that have been resolved may be combined in a
rake receiver, as described briefly in Section VI. A related ben-
efit is the ability to perform soft handoff for mobile terminals
that are within range of two or more base stations. In effect,
the signals transmitted from two or three base-stations can be
treated as multipath components and combined in the mobile
terminal’s rake receiver.

A direct-sequence spread-spectrum system can provide some
protection against jamming (e.g., see [29] and [35]) and it can
operate with a low power-spectral density to facilitate coexis-
tence with other systems [12]. Well-designed spread-spectrum
signals are also difficult for unauthorized receivers to detect
[13]. These and other benefits are described in several of the
references, including [3], [18], and [23].

III. D IRECT-SEQUENCESPREAD-SPECTRUMSIGNALS

Although we restrict attention to the signal defined by (1)
and (2) for the illustrations in this paper, there are more gen-
eral forms of direct-sequence spread-spectrum signals that are
commonly used. One generalization is the signal defined by

(3)

in which represents the data and also provides the
spreading of the spectrum. If the sequence of data symbols is

denoted by and the chip waveform is , then is
defined by

(4)

where denotes the integer part of the real numberand
the range of the sum depends on the number of data symbols.
As in (2), there are chips per data symbol, so the sum in (4)
is from 0 to if the data symbols are
transmitted. The chip waveform need not be rectangular,
and its duration may exceed.

The signal defined by (3) and (4) is an example of ASK mod-
ulation. If the values for and are limited to and
and the chip and data pulse waveforms are rectangular, the re-
sulting ASK signal is mathematically equivalent to the clas-
sical binary phase-shift key (BPSK) signal. In this special case,

so (3) and (4) give the same signal as (1) and
(2). Two ASK signals can be combined to give a signal of the
form

(5)

which is a quadrature amplitude-shift key (QASK) signal. In
general, and are defined by (4), but the two signals
can have different sets of data symbols and different spreading
sequences. With appropriate restrictions on the data symbols
and the spreading signals, the QASK signal is mathematically
equivalent to the classical quadriphase-shift key (QPSK) signal.
The chips in the in-phase component of (5) may be offset in time
from the chips in the quadrature component by any odd multiple
of to produce offset QASK or offset QPSK. Other chip
waveforms are available, such as the sine pulse [20] that gives
minimum shift keying (MSK) if it is employed in (5) with such
a time offset.

It is often convenient to express such signals in complex form.
The complex signal corresponding to (5) is ,
where is the baseband equivalent signal and

. The actual transmitted signal is the real
part of the complex signal. It is easy to show that the signal in
(5) satisfies .

Many of the features of spread spectrum are derived from the
properties of , so it is convenient to work with the baseband
equivalent . This signal representation plays
a role that is similar to that of the phasor representation of a
sinusoidal signal. The baseband equivalent for (1) is

(6)

which is a real signal, except for the complex exponential that
essentially keeps track of the phase of the RF signal. Notice that
if a time delay is introduced in (1), (3), or (5), the phase is
changed by an amount . Thus, for example, the
baseband equivalent of the delayed signal is

(7)
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IV. I LLUSTRATION OF MULTIPATH RESOLUTION

The illustration provided in this section is for a channel in
which the multipath arises as a result of specular reflections off
a number of objects and each individual multipath component is
not dispersed in time. Such a multipath component is referred to
as aspecularcomponent, and aspecular multipath channelis a
channel that produces only specular components. The output of
a specular multipath channel consists of the sum of a number of
attenuated time-delayed versions of the transmitted signal, each
of which arrives at the receiver without distortion. There may or
may not be a line-of-sight path.

Due to the possibility that the multipath signals produce de-
structive interference, the signal can undergo severe fading. As
an illustration of the consequences of multipath, suppose that
spread spectrum is not used, the transmitted signal is , and
the channel produces two specular components. The received
signal is , where is the differ-
ential delay for the two paths and . Since the carrier
frequency is much larger than , can satisfy and

simultaneously. If in the interval ,
then for most of the interval. This is an ex-
ample of destructive interference because the second component
of the received signal subtracts from the first. If , then

for most of the interval so there is nearly a complete
cancellation due to multipath. A typical receiver for the data
pulse shown in Fig. 1 integrates the received signal over the in-
terval from 0 to . (This is the matched filter for the rectangular
pulse of duration .) It is clear that destructive interference can
cause the output of such a receiver to be approximately zero. As
illustrated by this example, multipath interference can produce
fading of the received composite signal. This fading leads to an
increase in the error rate for data transmission or a reduction in
the voice quality for digital speech transmission.

A deterministic time-invariant linear-system model for a spec-
ular multipath channel provides a good illustration of one of the
important benefits of direct-sequence spread spectrum. Consider
the spread-spectrum signal given by (1) with , ,

, and for some integer . The baseband
equivalent is for ; that is, the baseband
equivalent of the transmitted signal is a spread-spectrum pulse
consisting of chips, which is illustrated in Fig. 1 for .

Suppose the baseband equivalent model for the RF channel
is a time-invariant linear filter with impulse response . In
practice, the channel may not be time invariant, but in some ap-
plications, the changes in the channel occur slowly compared to
the message duration. In such an application, the channel can be
modeled as a time-invariant linear filter, at least for the duration
of several consecutive data bits and perhaps for the duration of
an entire message. Even if the time-invariant model does not fit
a particular channel precisely, it is instructive to examine this
model as an aid to the understanding of the multipath resolution
capabilities of direct-sequence spread spectrum.

Consider a receiver that uses a time-invariant linear filter
with an impulse response that is matched to the
spread-spectrum signal . It follows that
for , where is the time that is selected to
sample the output of the matched filter. The choice ofis

arbitrary, and it simplifies the presentation if we let .
In this illustration, there is no attempt to match the filter to the
output of the channel; instead, the filter is matched to the trans-
mitted signal. The notion of matching the filter to the channel
arises in the discussion of the rake receiver in Section VI.

As is well known, the output of the channel is deter-
mined by convolving the functions and , i.e., ,
which is shorthand for the operation .
(If limits are not indicated, the integral is from to .) The
output of the channel is the input to the matched filter, which is a
time-invariant linear filter. The filter output is given by

. This expression can be written as , where
. Since , then , and the func-

tion can be expressed as . Thus,
the function is the autocorrelation function for the spreading
signal . Note that is the integral of , which is the
energy in the spreading signal.

The autocorrelation function for the spreading signal is de-
termined by the chip waveform and the aperiodic autocorrela-
tion function for the sequence . The function is de-
fined by for

, for ,
and for outside these two ranges. Thepeakof the
aperiodic autocorrelation function is , which is equal to
the sum of the squares of the elementsfor .
Thesidelobesare the values of for . For illustrative
purposes, suppose the sidelobes are negligible.

Next, suppose that the chip waveform is a rectangular pulse
of duration , as illustrated in Fig. 1. It follows that

for each integer . Furthermore, the graph of for
is the straight line connecting the two

points and . Since the sidelobes are neg-
ligible, it follows that is a triangular function that is centered
at the origin and has base . That is, is zero outside
the interval from to , and
within that interval. This is the ideal autocorrelation function
for a signal that consists of a sequence of rectangular pulses of
duration . Since and , it follows
that . Thus, the height of the triangular pulse does not
depend on the value of .

Theimpulseresponseofabasebandchannel thathasonlyspec-
ular multipath is just the sum of Dirac delta functions, each of
which may be multiplied bya complex exponential to account for
the phase shift associated with the corresponding path. Thus, the
impulse response of a channel withmultipath components is

(8)

If the only cause of a phase shift in theth path is the propaga-
tion delay, then .

Consider a three-path specular multipath channel for which
the differential propagation delays areand , and assume

is a multiple of so that . The output of the
matched filter is obtained from , thus, (8) implies that

(9)
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Fig. 3. Matched filter output for high chip rate.

Fig. 4. Matched filter output for low chip rate.

as illustrated in Fig. 3 for and . If
, as in Fig. 3, the three components of do not

overlap, thus, it is easy to identify three distinct multipath com-
ponents in the matched filter output. By sampling the output at
times , , and , we obtain three useful signal com-
ponents that can be added to provide a larger signal than if we
relied on only one component (e.g., the first component to arrive
or the largest component). This is a simple illustration of mul-
tipath combining in a spread-spectrum receiver. In practice, the
multipath components can be adjusted in amplitude and phase
before they are combined. For example, if the receiver estimates
the relative amplitudes of the three multipath components, it can
apply gains to the components that are proportional to their es-
timated amplitudes. Regardless of the combining method, it is
necessary to resolve the multipath components before they can
be combined.

Theconsequencesofhaving are illustrated inFig.4,
where the dashed lines represent the individual components of
the matched filter output and the solid line represents the com-
posite output. An observer at the output of the filter sees only
the solid line, from which it is not possible to identify the three
multipath components that are actually present. This is a result of
the chip rate being too low to provide multipath resolution. (Note
that in Fig. 4.) For a specular multipath channel it
is desirable for the chip rate to be as high as possible, subject to
the constraints on complexity and bandwidth. The bandwidth re-
quired by the direct-sequence system is proportional to the chip
rate, thus, there is a tradeoff between the multipath resolution ca-
pability and the required clock rates and bandwidths for the de-
vices in the spread-spectrum transmitter and receiver.

Suppose now that the multipath channel with three paths has
and the value of is such that is an odd

multipleof , thus, and .Theoutputof thematched
filter isnow ,as
illustrated in Fig. 5 for and in Fig. 6 for . The
situationdepicted inFig.6 illustrates thatdestructive interference
can occur even in a spread-spectrum system if the chip rate is too

Fig. 5. Matched filter output for high chip rate.

Fig. 6. Matched filter output for low chip rate.

low. If the chip rate is high enough to resolve the multipath com-
ponents (i.e., if ), the phases of the components can be
estimatedand the estimatescanbe employed tocombine the mul-
tipath constructively. In the simple example of Fig. 6, the second
component should be inverted before being added to the sum of
the first and third components.

V. EFFECTS OFDIFFUSEMULTIPATH FADING

Some channels have one or more clusters of propagation
paths for which each cluster has large number of paths with
small differential delays. By this, we mean that, for each cluster,
the differences among the path delays are small compared
with the inverse of the chip rate of the spread-spectrum signal.
The multipath that arises in a such a channel is referred to as
diffuse multipath, and a multipath component that results from
a cluster of this type is referred to as adiffuse componentof the
received signal. A diffuse component of the received signal is
composed of a number of time-offset replicas of the transmitted
signal. Thus, for a diffuse multipath channel, the width of a
received pulse may exceed that of the transmitted pulse. If
the amount of the increase in width is large enough to cause
significant distortion to the pulse, the multipath channel is said
to be time dispersive. When viewed in the frequency domain,
the phenomenon that produces time dispersion is referred to as
frequency selectivity[31].

In this section, we restrict attention to channels that have one
path that produces a specular component and a cluster of paths
that produce a diffuse component. It is also assumed that the
differential delays among all paths are small enough to cause
only negligible distortion of the chip waveform. If the differ-
ences among the path delays are large compared with the inverse
of the carrier frequency, destructive interference may occur. We
assume the composite signal is a linear combination of a number
of signals whose time offsets are small enough to produce little
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or no distortion in the chip waveform, but large enough to lead to
destructive interference. Thus, the diffuse multipath signal may
exhibit fading, which, in this situation, is referred to as nondis-
persive or nonselective fading. We focus on nonselective fading
because of the simplicity of the error probability expressions for
such fading. In addition, the issues that arise in examining the
effect of the chip rate on error probability also arise in channels
with selective fading (e.g., see [14]–[16]).

Nonselective fading leads to variations in the received energy,
but it does not produce significant distortion in the received
signal. If is the energy in the transmitted signal, the energy
in the received signal is , where is the random voltage
gain applied by the fading channel. A model for nonselective
fading that is often used for a multipath signal that is the sum of
a specular component and a diffuse component is the nonselec-
tive Rician model. In this model, the random variablehas the
Rician density function [26] which is given by

(10)

for , and for . In (10), the func-
tion is the zeroth-order modified Bessel function of the first
kind and . The nonnegative parametersand

are related to the strengths of the specular and diffuse com-
ponents, respectively. The energy in the specular component of
the received signal is and the average energy in
the diffuse component is . The total energy in the re-
ceived signal is . A common model for purely dif-
fuse multipath is the Rayleigh model, for whichis a Rayleigh
random variable. The Rayleigh density function is given by (10)
with , which corresponds to Rician fading with no spec-
ular component.

Many different digital modulation methods have been em-
ployed in wireless communications, and the choice as to which
method should be used for a given application depends to a large
extent on the characteristics of the channel. In order to simplify
the presentation, we focus on a binary modulation scheme that
is suitable for noncoherent demodulation. In particular, the bi-
nary signal set has signals of the form

(11)

with having the property that
and are orthogonal. The data symbol duration is .
The data signal of (1) and (6) is given by for

if 0 is sent in the th time interval; other-
wise, the data signal is given by to represent
the symbol 1 in this time interval. The baseband equivalent of
the transmitted signal is . If is a multiple of

, there are an integer number of chips of the spreading signal
for each of the pulses , but this integer could be
as small as one. We assume for purposes of illustration that the
autocorrelation function for each of the two signals and

is the ideal autocorrelation function defined in Sec-
tion IV.

Among the possibilities for the vectors and are any two
rows of a Hadamard matrix [5] of order for any integer .
For example, for , we can use ( 1, 1, 1, 1, 1,

1, 1, 1) and ( 1, 1, 1, 1, 1, 1, 1, 1). In gen-
eral, the rows of a Hadamard matrix of order form a set of

orthogonal signals, but only two of them are needed for our
illustration. Some signals of this type are often referred to as
Walsh functions or Hadamard–Walsh signals (e.g., [25], [34],
and [38]).

For our illustration, we consider binary orthogonal modu-
lation, a Rician nonselective fading channel, and a standard
noncoherent receiver that employs matched filters followed
by envelope detectors. The matched filters have low-pass
equivalent impulse responses and . Let
denote the two-sided power spectral density of the thermal
noise. The average probability of error for the noncoherent
receiver is given by [36]

(12)

At the output of the matched filter, there are three signal-to-noise
ratios (SNRs) of interest. The SNR for the specular component
is , and the SNR for the diffuse component is .
The total SNR is .

In the illustrations, the energy must be interpreted as the
effective energy in the diffuse component, and the effective en-
ergy depends on the filter that is used in the receiver. If the chip
rate is changed, the filter must change to match the chip wave-
form, and that changes the effective energy in the diffuse com-
ponent. The specular energy does not depend on the filter, how-
ever, for reasons given below. Thus, it is instructive to examine
the performance of the receiver as a function of the diffuse SNR
for a fixed specular SNR.

In Fig. 7, the average probability of error is shown as a func-
tion of the diffuse SNR for three different values of the spec-
ular SNR. The most significant conclusion to be drawn from the
curves of Fig. 7 is that the probability of error is not a mono-
tonic function of the diffuse SNR. If the specular SNR is, for
example, 25 dB, we see that the probability of error increases
as the diffuse SNR is increased to approximately 25 dB, and the
probability of error decreases as the diffuse SNR is increased
beyond 25 dB.

For a fixed value of the specular SNR, an increase in the dif-
fuse SNR gives an increase in the total SNR, thus, the curves
in Fig. 7 also show that the probability of error is not a mono-
tonic function of the total SNR. As illustrated by the slopes of
these curves in certain regions, an increase in the total SNR can
degrade the performance of the receiver. The reason for this is
that the diffuse signal is subject to fading from destructive in-
terference, and this destructive interference can detract from the
specular component. Thus, an increase in the effective energy of
the diffuse component can degrade the performance that would
otherwise be obtained if we were able to demodulate only the
specular component. As the diffuse SNR is increased further,
it eventually dominates and the error probability decreases in
approximately an inverse linear fashion, as is characteristic of
Rayleigh fading. That is, for very large values of diffuse SNR,
(12) implies .

This observation has implications regarding the choice of
the chip rate that can be illustrated with a deterministic model.
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Fig. 7. Probability of error for a Rician fading channel.

Using the same analogy as in Section IV, we model the channel
as a time-invariant linear filter with impulse response .
Now, however, we let , representing a
discrete component and a continuous component . The
discrete component of the impulse response produces the
specular component of the received signal, and the continuous
component of the impulse response produces the diffuse
component of the received signal. As an example, let
for and otherwise, where .

Suppose is the transmitted signal, and consider the dif-
fuse component of the output of the filter that is matched to

. Recall that the output of the matched filter is given by
. It follows that the sampled output of the matched

filter is

(13)

The value of decreases as decreases, as can be seen
by observing the behavior of as decreases. Recall that
the triangular autocorrelation function has a base of width
and its height is . As the chip rate is increased, the
value of is decreased. Thus, the triangular autocorrelation
function becomes narrower, but its height is constant. The spec-
ular component does not change; it remains fixed at the value

. However, the diffuse component decreases, as is
clear from the integral in (13). As this illustration shows, a de-
crease in , which corresponds to an increase in the chip rate,
results in a decrease in the diffuse component of the output of
the matched filter and a corresponding decrease in the diffuse
SNR. This is consistent with results obtained for more general
channels.

A more precise model of a diffuse multipath channel requires
the impulse response to be random, thus, the analysis is more
difficult than for the simple analogy. Also, just as stationary
multipath can cause time dispersion, time-varying multipath can
cause Doppler spread [31], which must be included in the anal-
ysis. Nevertheless, it is true that an increase in the chip rate re-
sults in a decrease in the effective energy for the diffuse com-
ponent, even for more general multipath channels. As pointed

out in [11], several researchers have reported that the despread
signal becomes more specular and less diffuse as the chip rate is
increased. If the system is operating in a region in which a de-
crease in the diffuse SNR results in a decrease in the probability
of error, then the chip rate should be increased to improve per-
formance. This is the case in our illustration if the diffuse SNR is
less than the specular SNR. More generally, we see from Fig. 7
that very low error probabilities require small values of the dif-
fuse SNR or very large values of the diffuse SNR. Achieving
a small probability of error by increasing the diffuse SNR re-
quires a significant increase in transmitter power. For example,
an error probability of 10 requires a diffuse SNR of approxi-
mately 50 dB if we increase the diffuse SNR rather decrease it.

It should not be inferred that the diffuse SNR can be varied by
a large amount by changing only the chip rate. For the illustra-
tion in which the diffuse multipath channel is modeled as a filter
with a rectangular impulse response of width, the diffuse
SNR changes by at most 6 dB over the range .
Larger changes in the diffuse SNR require changes in the trans-
mitter power, which also change the specular SNR. However, as
seen from Fig. 7, there is a region of each curve for which even
a modest decrease in the diffuse SNR results in a significant im-
provement in the error probability.

VI. RAKE RECEIVER

A significant step toward matching the filter to the received
signal is accomplished by employing a rake receiver. The con-
cept of the rake receiver originated in the mid 1950s and it
has been applied in various forms throughout the four decades
since its first description in the open literature [24]. Although
each individual multipath component may undergo fading as the
communication terminals move or the propagation conditions
change, it is unlikely that all of the components fade simulta-
neously. Direct-sequence spread spectrum permits the resolu-
tion of a number of different components, thereby providing a
certain amount of diversity. The receiver can take advantage of
this diversity by proper combining of the multipath components
that the spread-spectrum receiver is able to resolve. The ampli-
tudes, time delays, and phases of the multipath components may
change over time, and the combining method must adapt to the
changes in these parameters.

Early implementations of rake receivers are based on the
spacing of a large number of taps at equal intervals along a
delay line. Processing is applied to the signal at each tap to
produce a statistic for that tap, and a gain may be applied to
each statistic. Phase shifts may be applied as well, so the gains
may be considered to be complex numbers. The rake receiver
processes a combination of the weighted statistics (weighted
by the gains) in order to collect the energy that arrives at the
receiver via a large number of propagation paths. A number
of different combining methods are available (e.g., [32] and
[37]), and the choice for a given application involves a tradeoff
between performance and complexity. There are also a number
of different algorithms for adjusting the gains to compensate
for any changes that occur in the characteristics of the multipath
channel as a result of motion of the communication terminals
or fluctuations in the propagation medium.
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Some of the more recent implementations for mobile radio
systems employ a relatively small number of demodulators,
each of which can track, despread, and demodulate one com-
ponent of the received signal (e.g., [17]). One or more of the
demodulators may be used to scan a range of time offsets in
order to detect multipath components that are not currently
being demodulated. Demodulators used for this purpose are
often referred to as searchers. The remainder of the demodu-
lators, referred to as data demodulators, are used to despread
and demodulate multipath components that were previously
detected. The outputs of the data demodulators are combined
to provide decision statistics for subsequent processing, such
as soft-decision decoding. In theory, at least, if there are no
more paths than demodulators and if the system’s chip rate
is sufficiently high, the rake receiver can resolve each of the
specular multipath components. If the chip rate is not high
enough to isolate all of the multipath components, at least one
of the data demodulators may have to process a signal that has
two or more specular components. This can result in significant
fading of the output of such a demodulator.

In the design of a rake receiver for a given application, it is
important to know the features of the channels over which the
communication system must operate. The chip rate determines
the maximum number of resolvable components that can be ob-
tained. Some channels may not generate this number of mul-
tipath components, however, in which case the system cannot
achieve the maximum level of diversity that spread spectrum is
capable of providing. In the event that there are more demodula-
tors than multipath components, the extra demodulators can be
used as searchers in order to accelerate the process of scanning
for new multipath components.

The nature of the propagation medium for the system plays a
major role in the design of a rake receiver. Statistics on the range
of path delays and the number of paths that are likely to be en-
countered are very important. Such statistics should be used to
determine the required chip rate, the number of demodulators
in the rake receiver, and the time window that must be scanned
in order to locate the multipath components. Including more de-
modulators than necessary increases system cost, and having too
few demodulators results unused energy in the received signal.

VII. CONCLUDING REMARKS

Deterministic models for multipath channels provide in-
sight into the tradeoffs that face the spread-spectrum system
designer. The presentations given in Sections IV and V are
intuitive rather than rigorous, and they are not intended to be
performance analyses. The hope is that the presentations are
useful to those who make multipath propagation measurements
or design and implement spread-spectrum systems that must
cope with the effects of multipath propagation. It is also hoped
that this paper serves as an introduction to the subject and a
guide to the relevant literature. The list of references represents
fewer than one-tenth of the extremely useful publications on the
topics of spread-spectrum and multipath channels. However,
many of the references in the list have extensive bibliographies
that include many excellent choices for additional reading on
the subjects that are mentioned only briefly in this paper.

Most of the original results on the mathematical modeling
of fading channels are contained in [1] and [31]. An excellent
overview of fading and its effects on the performance of com-
munication systems is provided in [32]. Readers who wish to
obtain more information on multipath channels and their charac-
terizations are referred to [37]. Additional explanations of var-
ious aspects of direct-sequence spread spectrum are given in [2],
[8], [18]–[20], [22], [23], and [29]. References on sequences for
use in spread spectrum include [6] and [27]. For an excellent
discussion of wide-band CDMA systems see [11], and further
descriptions of the effects of the chip rate on the performance
of direct-sequence spread-spectrum communications over mul-
tipath channels can be found in [14]–[16]. Applications to GPS
systems are described in [4] and [30], and information on cel-
lular CDMA systems is provided by [17], [25], [34], and [38].
Third-generation cellular CDMA systems are described in [7].
Two forthcoming issues of the IEEE JOURNAL ON SELECTED

AREAS IN COMMUNICATIONS [9], [10] are highly recommended
for those who seek additional information on channel modeling
and propagation effects in wireless communications.
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